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Abstract. Autism spectrum disorder (ASD) is a type of mental health dis-

order, and its prevalence worldwide is estimated at about one in 100 children.

Accurate diagnosis of ASD as early as possible is very important for the treat-
ment of patients in clinical applications. ABIDE I dataset as a repository of

ASD is used much for developing classifiers for ASD from typical controls. In

this paper, we mainly consider three types of correlations including Pearson cor-
relation, partial correlation, and tangent correlation together based on different

numbers of regions of interest (ROIs) from only one atlas, and then twelve deep

neural network models are used to train 884 subjects with 5,10,15,20-fold cross-
validation on two types of split methods including stratified and non-stratified

methods. We first consider six metrics to compare the model performance
among the split methods. The six metrics are F1-Score, precision, recall, ac-

curacy, and specificity, area under the precision-recall curve (PRAUC), and

area under the Receiver Characteristic Operator curve (ROCAUC). The study
achieved the highest accuracy rate of 71.94% for 5-fold cross-validation, 72.64%

for 10-fold cross-validation, 72.96% for 15-fold cross-validation, and 73.43% for

20-fold cross-validation.

1. Introduction. Autism spectrum disorder (ASD) is a mental disorder, that
mainly affects social communication and interaction in children. The prevalence
in worldwide is estimated at about one in 100 children [43]. ASD could occur at a
very young age and last throughout the patient’s life. It negatively affects patients
both mentally and physically. Early correct diagnosis is especially important for
the treatment of patients. One common approach to diagnosing ASD is based on
the Diagnostic and Statistical Manual of Mental Disorders (DSM) [4], published
by the American Psychiatric Association, to observe a child’s behavior and devel-
opment. The correct decision needs a full evaluation of the patient according to
the clinician’s experience, which is more and less subjective. Resting-state func-
tional magnetic resonance imaging (rs-fMRI), as a type of neuroimaging, has been
becoming a popular approach to measuring and mapping brain activity since its
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development, it observes the changes in oxygenation concentration Blood Oxygena-
tion Level Dependent (BOLD) in blood flow to detect the area of activity in the
brain. It has led to many remarkable studies in the medical field to understand
brain functions and detect the abnormal part of the brain for disease, for example,
in [18, 24, 39, 8] the authors studied the depression with fMRI, in [36, 30, 23] the
authors studied attention deficit hyperactivity disorder with fMRI, in [3, 12, 38] the
authors studied the Alzheimer’s disease with fMRI, and there is a lot of literature
on these mental disorders.

The Autism Brain Imaging Data Exchange (ABIDE) repository, as a publicly
available large-scale data-sharing center of autism spectrum disorder, has been used
by many researchers on different tasks since its release in 2012. There are two pub-
licly available datasets of autism spectrum disorder (ASD) from the Autism Brain
Imaging Data Exchange, namely ABIDE I and II, which is provided by https://

fcon_1000.projects.nitrc.org/indi/abide/, the 1000 Functional Connectomes
Project. ABIDE is a collection of structural and resting state functional MRI im-
ages from 16 international imaging sites. Classifying ASD from typical controls is
one main research field based on ABIDE, and there is much literature to address
the classification with different algorithms and techniques. The study [16] used two
stacked autoencoders to extract lower-dimensional features as input for Support
Vector Machine (SVM), Random Forest model, and a forward deep neural network
(FDNN); based on 10-fold cross-validation, the FDNN gave a 70% accuracy rate.
In the paper [25] the authors used a leave-one-out classifier and achieved a 60%
accuracy rate, 62% sensitivity, and 58% specificity for 964 subjects. In the study
[17] the authors split 816 subjects into five groups based on age, and used SVM to
classify each group with 10-fold cross-validation, it achieved an accuracy, sensitivity,
and specificity of 95%, 97%, and 95%, respectively for the group age larger than 30.
The authors in the study [26] used six personal characteristics from 851 subjects to
test nine machine learning models, based on the 10-fold cross-validation the neural
network model achieved the highest accuracy rate 62.0% and area under the receiver
operating characteristic curve 64.6%, sensitivity 57.1% from SVM model, specificity
72.1% from K-Nearest neighbor (KNN) model. The study [33] used a deep neural
network, based on four different atlases Craddock 200 (CC200) [10] and Automated
Anatomical Labelling (AAL) [34], Bootstrap Analysis of Stable Clusters (BASC)
[5], and Power [27], to achieve a mean accuracy rate of 88%, sensitivity, F1-score,
and area under the receiver operating characteristic curve (AUC) score of is 90%,
87%, and 96%, respectively. In the paper [14] the authors proposed a multi-input
deep neural network with three atlantes, CC200, AAL, DOS160 [13] to classify 1,038
subjects, the authors used 10-fold cross-validation, 5-fold stratified cross-validation,
and leave-one-site-out methods. The study achieved a classification accuracy of
78.07% on real data and 79.13% on augmented data based on an augmented set of
10,038 images. Recently, the study [40] reviewed eight different atlases to identify
the most promising atlas, and the Kernel Support Vector Machine (KSVM), linear
SVM, logistic regression, and deep neural model were used to achieve the high-
est accuracy rate of 69.43%, sensitivity 64.57%, and specificity 73.61%, based on
871 subjects with 5-fold cross-validation. The study [29] developed a novel method,
called Behavior Action Recognition (BAR), to analyze untrimmed behavioral videos
for diagnosing and assessing children with ASD, achieving a high accuracy rate of
79.7% for ASD from 400 ASD children and 125 with other developmental delays
(ODD). The paper [1] introduced an efficient machine learning-based assessment

https://fcon_1000.projects.nitrc.org/indi/abide/
https://fcon_1000.projects.nitrc.org/indi/abide/
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system, which achieves higher AUC and specificity at 90% sensitivity with a sample
size of 375. The study [28] employed three deep learning models on 300 videos of
ASD children in social interactions. The activity comprehension model achieved
72.32% accuracy, joint attention recognition reached up to 97%, and facial expres-
sion recognition achieved 95.1% accuracy. This study [20] evaluated the influence
of technology on ASD detection, considering technological evolution, utilization of
diverse bio-behavioral data, demographic factors, database management, assess-
ment instruments, and data processing. In most of the studies, the deep learning
model seems to achieve a better performance, although all the studies used different
numbers of subjects.

In the realm of deep learning, empirical studies have seen notable success, but
theoretical underpinnings have been lacking. Recent research is now starting to
bridge this gap, providing a solid theoretical basis for practical applications. For
instance, the study [15] delves into the analysis of binary classification using deep
Convolutional Neural Networks (CNNs), particularly in the context of spherical
datasets. They highlight the importance of understanding the discontinuity or
high smoothness of objective functions, especially in relation to convex loss func-
tions like hinge loss. The study [22] underscores the empirical accomplishments
of Deep Convolutional Neural Networks (DCNNs) in various domains. However, a
deeper theoretical grasp of the adaptability and feature extraction abilities of DC-
NNs across diverse learning tasks is still somewhat lacking. The authors introduce
a versatile DCNN structure controlled by just three structural parameters, simpli-
fying model selection. Additionally, they demonstrate DCNNs’ ability to overcome
dimensionality challenges in dealing with specific types of target functions. These
studies bolster the theoretical framework supporting the practical application of
deep learning. They fill a crucial gap between empirical success and theoretical
understanding in the field.

In this paper, we proposed twelve deep neural network models with three types of
correlations between nodes as input based on 884 subjects. The main contributions
of this paper are: 1) most previous studies focus on only one type of correlation
between nodes of the brain, we consider all three types of correlations at the same
time in the models; 2) we used 5, 10, 15, and 20-fold cross-validation on two types
of split methods: stratified and non-stratified methods, and the result shows a
stable performance; 3) six metrics, such as F1-Score, precision, recall, accuracy,
and specificity, the area under the precision-recall curve (PRAUC), and the area
under the Receiver Characteristic Operator curve (ROCAUC) are used to compare
the performance of models; 4) most studies used more than one atlas, in this paper
four different numbers of regions of interest (ROIs) based on only one atlas [31]
are used for classification, and the highest accuracy rate is 71.94% for 5-fold cross-
validation, 72.64% for 10-fold cross-validation, 72.96% for 15-fold cross-validation,
and 73.43% for 20-fold cross-validation.

The rest of this paper is organized as follows. In Section 2 the twelve deep neural
model algorithms are introduced. In Section 3, the ABIDE I data is introduced and
analyzed, and the different k-fold cross-validation models are compared. In Section
4 We close with conclusions and discussion.

2. Methods. Correlation analysis as a common technique is often used in resting-
state functional magnetic resonance imaging analysis (rs-fMRI), it calculates the
correlation coefficient between two regions of interest (ROIs) to show the extent
to which the two ROIs are connected. A higher value shows greater connectivity
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between them. It is used to detect the functional connection and resting state
networks in the human brain [6, 32, 7]. Suppose X and Y are two time series of
two ROIs, X = x1, x2, · · · , xt, and Y = y1, y2, · · · , yt, and the Pearson correlation
of the two time series is

r =

∑
(xi − X̄)

∑
(yi − Ȳ )√∑

(xi − X̄)2
∑

(yi − Ȳ )2
,

often, the correlation values form a correlation matrix as input features in a clas-
sification task. There is one disadvantage of Pearson correlation, the value does
not represent the direct connection between two ROIs, and the connection could be
explained by another ROI Z = z1, z2, · · · , zt. The partial correlation can estimate
the direct connection to find the causal relationship after removing the affection of
ROI Z. The partial correlation of two ROIs X and Y , removing the affection of
ROI Z is

r =
rXY − rXZrY Z√

(1− r2XZ)(1− r2Y Z)
.

The tangent correlation [35] is another type of correlation used in fMRI analysis.
By the tangent space embedding, the underlying functional connectivity can be
achieved at the group level, and to some extent, this can reduce the difference among
the individuals. The study [11] shows the tangent space embedding correlation
outperforms the standard Pearson correlations.

The deep learning model has been used widely in many fields due to its ability to
handle large-scale data and discover the latent pattern better in the data. A forward
deep neural model (FDNN) includes three parts, which are the input, hidden, and
output layers. For binary classification problems, the output layer contains two
neurons that determine the correct class labels. The input layer consists of the m
neurons, which means the m input features. The hidden layer often has more than
one layer. The neurons between layers are fully connected and the current layer
gets the input values from the previous layer computed by an activation function.
Mathematically, let vl,i denote the i-th neuron of the l-th layer and kl be the number
of neurons in the l-the layer. The input layer is denoted by v0,i = xi and k0 = m,
for each l ≥ 1 and 1 ≤ i ≤ kl,

vk,i = φ

kl−1∑
j=1

wl,i,jvl−1,j + bl,i

 ,

where wl,i,j ∈ R, bl,i ∈ R, and φ is an activation function. The most popular choices
for the activation function include the tanh, sigmoid, and rectified linear activation
function (ReLU). In our study, the ReLU and the tanh functions are used in hidden
layers.

To train the deep neural network model for binary classification tasks, a loss
function is necessary during the training. The typical choice is binary cross-entropy.
In our study, the Hinge loss function is used. It is often used in the Support
Vector Machine model (SVM) for maximum-margin classification due to its ability
to punish misclassifications. Our data is not balanced, so the Hinge loss function
can help train the model better. The Hinge loss function has the form

C(y) = max(0, 1− yf(x)),

where f(x) is the prediction value and y is the label of observation. The optimizer
algorithm in this paper is Adam [19]. Let θ represent the vector of all weights wl,i,j
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Figure 1. Model framework. I, II, III means hidden layer, IV
means concatenated layer, and V means output.

and all bias bl,i parameters. The update rule at the h-th step is

θh = θh−1 − λ
∂C

∂θ
,

where λ > 0 is the learning rate.
In our study, a combination of twelve feedforward deep neural networks (FDNN)

was trained at the same time for the classification task, and the input for each model
is the different types of correlations based on the different ROIs, respectively. The
framework of the combination model is illustrated in Figure 1. The combination of
deep neural networks should do a better performance since it is an ensemble-like
algorithm. The ensemble algorithm often shows great performance in different tasks
in the machine learning field. Let’s define f(x) as a prediction function based on
a neural network, y is the true labels with value {−1, 1}, and M neural networks
are trained together, each model has the same weight of 1/M for the combination
model. The Hinge loss function is used and has the form below.

L(y, f(x)) = max(0, 1− yf(x)) =

{
0 if yf(x) > 1

1− yf(x) if yf(x) ≤ 1

and the second derivative function of this loss function is

∂L2(y, f(x))

∂f2(x)
=

{
undefined if yf(X) = 1

0 otherwise

The Hinge loss function is a continuous function and the second derivative function
is non-negative although it is not differentiable at points yf(X) = 1, the Hinge
loss function is a convex function. According to Jensen’s inequality, if a function
f(x) is convex, there exists f(E(x)) ≤ E[f(x)]. The Hinge loss function is a convex
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function and it should apply to the inequality. There should exist

L(y,
1

M

M∑
i=1

fi(x)) ≤ 1

M

M∑
i=1

L(y, fi(x))

E[L(y,
1

M

M∑
i=1

fi(x))] ≤ E[
1

M

M∑
i=1

L(y, fi(x))]

E[L(y, ¯f(x))] ≤ 1

M

M∑
i=1

E[L(y, fi(x))]

The expected loss function of combination models is less than or equal to the av-
erage of the expected loss functions of all individual models. That is to say, the
combination model performs better than the individual model.

3. Case study.

3.1. Data description. There are two publicly available datasets of autism spec-
trum disorder from the ABIDE, namely ABIDE I and II, which are provided
by https://fcon_1000.projects.nitrc.org/indi/abide/, the 1000 Functional
Connectomes Project. ABIDE is a collection of structural and resting state func-
tional MRI images from 16 international imaging sites.

The ABIDE I data set originally included 539 autism spectrum disorders and
573 typical controls. The data was preprocessed with four different preprocess-
ing strategies by five teams with different tools, including the Connectome Com-
putation System (CCS), the Configurable Pipeline for the Analysis of Connec-
tomes (CPAC), the Data Processing Assistant for Resting-State fMRI (DPARSF)
and the NeuroImaging Analysis Kit (NIAK). In this study, the ABIDE I pre-
processed dataset based on DPARSF is used [9]. Table 1 shows the steps and
procedures based on the DPARSF strategy and more details can be found at
http://preprocessed-connectomes-project.org/abide/Pipelines.html.

Table 1. DPARSF Preprocessing

Steps Procedure
Drop first N volumes 4

Slice timing correction yes
Motion realignment yes

Intensity normalization no
Motion 24-param

Tissue signals mean WM and CSF signals
Motion realignment yes
Low-frequency drifts linear and quadratic trends
Band-Pass Filtering 0.01-0.1 Hz

Global Signal Regression yes
Functional to Anatomical rigid body

Anatomical to Standard (MNI152) DARTEL

Due to the quality of images, the preprocessing dataset only has 884 individuals
including 476 typical controls and 408 autism spectrum disorders. The original
dataset and preprocessing dataset are summarized in Table 2.

https://fcon_1000.projects.nitrc.org/indi/abide/
http://preprocessed-connectomes-project.org/abide/Pipelines.html
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Table 2. Summary of original data and preprocessing data

Statistics
Male Female Total Mean of age ± standard deviation Minimum age Maximum age

Original data 948 164 1,112 17.05 ±8.04 6.47 64
DPARSF preprocessing data 746 138 884 17.21 ±8.13 6.47 64

(a) 100 ROIs map (b) 200 ROIs map

(c) 300 ROIs map (d) 400 ROIs map

Figure 2. Atlas of Schaefer 2018 parcellation

3.2. Data analysis. The functional magnetic resonance imaging (fMRI) data is a
four-dimension (L×W ×H×T ) data, L is length, W is the width, H is the height,
and T is the number of scans. The atlas of Schaefer 2018 parcellation [31, 41] is used
to extract regions of interest (ROIs) from the preprocessing functional magnetic
resonance imaging dataset. The choice of the Schaefer atlas is likely due to its
suitable level of detail for the study’s objectives. It strikes a balance between
capturing meaningful functional subdivisions and avoiding excessive fragmentation.
Additionally, previous research has successfully used the Schaefer atlas, affirming
its validity and applicability for similar analyses. This study extracted 100, 200,
300, and 400 ROIs separately from each subject and the atlas maps of 100, 200,
300, and 400 ROIs used to extract signals are shown in Figure 2.

Each ROI corresponds to a time series of values with a length of T after being
extracted signal. If R indicates the number of ROIs extracted, the original four-
dimension data of each subject is turned into two-dimension data, R × T . Three
types of correlations, including Pearson correlation, partial correlation, and tangent
correlation, are calculated with the package Nilearn [2] for every two ROIs of each
subject, and each subject gets three symmetric matrices with dimension R × R.
Since there are four types of R, that means each subject has twelve symmetric
matrices. Figure 3 shows the correlations for randomly chosen three subjects based
on 100 ROIs.

Since all three types of matrices of correlations are symmetric, only the upper
part of each matrix is used as the input feature with a dimension of R× (R+ 1)/2,
including the main diagonal values. In total, each subject has twelve features due to
four different numbers of ROIs. Figure 4 shows the kernel distribution estimation
of three types of correlations based on different ROIs.

A combination of twelve feedforward deep neural networks (FDNN) was trained
at the same time for the classification task, and the input for each model is the
different types of correlations based on the different ROIs, respectively. Each model
has three hidden layers with different activation functions. The first layer has 32
neurons, the second has 32 neurons, and the third has 8 neurons. Model one, model
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Figure 3. Three types of correlations based on 100 ROIs

(a) 100 (b) 200

(c) 300 (d) 400

Figure 4. Three types of correlations between N regions for ASD
and controls

two, and model three have input features from correlation, partial correlation, and
tangent, respectively, based on the 100 ROIs. The features have a dimension of
5,050. The activation function for all layers is a rectified linear activation function
(ReLU). Model four, model five, and model six have input features with a dimension
of 20,100 based on 200 ROIs, respectively. All layers have ReLU as the activation
function except the type of tangent correlation. Model seven, model eight, and
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model nine have input features with a dimension of 45,150 based on 300 ROIs,
respectively. All layers have tanh as the activation function. Model ten, model
eleven, and model twelve have input features with a dimension of 80,200 based
on 400 ROIs, respectively. All layers also have tanh as the activation function.
All the outputs from the twelve models are concatenated into a dense layer. The
whole model was trained with 100 epochs, and the early stopping was set to avoid
overfitting by monitoring the accuracy rate of the training data with a patience
number of 10. In addition, the l2 regularization penalty was applied in the last dense
output layer with a factor of 0.03. The loss function used is the Hinge function.
To optimize the loss function, the Adam algorithm is used with a learning rate of
0.0001. The output is the medical status of the subject, 0 (negative case) or 1
(positive case), which means typical control or ASD. The optimal hyperparameters
of the whole model are summarized in Table 3.

Table 3. Hyperparameters of Models

Type Features Activation function Neurons Initializer ROIs Output

Model 1 correlation 5,050 ReLU, ReLU, ReLU 32, 32, 8 random normal 100

(0, 1)

Model 2 partial correlation 5,050 ReLU, ReLU, ReLU 32, 32, 8 random normal 100
Model 3 tangent 5,050 ReLU, ReLU, ReLU 32, 32, 8 random normal 100
Model 4 correlation 20,100 ReLU, ReLU, ReLU 32, 32, 8 random normal 200
Model 5 partial correlation 20,100 ReLU, ReLU, ReLU 32, 32, 8 random normal 200
Model 6 tangent 20,100 ReLU, tanh, ReLU 32, 32, 8 random normal 200
Model 7 correlation 45,150 tanh, tanh, tanh 32, 32, 8 random normal 300
Model 8 partial correlation 45,150 tanh, tanh, tanh 32, 32, 8 random normal 300
Model 9 tangent 45,150 tanh, tanh, tanh 32, 32, 8 random normal 300
Model 10 correlation 80,200 tanh, tanh, tanh 32, 32, 8 random normal 400
Model 11 partial correlation 80,200 tanh, tanh, tanh 32, 32, 8 random normal 400
Model 12 tangent 80,200 tanh, tanh, tanh 32, 32, 8 random normal 400

To estimate the ability to generalize the model, the K-fold cross-validation tech-
nique is used by two types of split methods, stratified and non-stratified way. In
this study, 5, 10, 15, and 20 folds are used. To estimate the performance of the
models, some metrics are used. In this study, we consider seven metrics including
accurate rate, precision, recall, F1-score, specificity, and the area under the receiver
operating characteristic curve (ROCAUC) and the area under the precision-recall
curve (PRAUC). The following formula is based on the notation in Table 4, which
is the confusion matrix for binary classification.

precision =
TP

TP + FP
(1)

recall =
TP

TP + FN
(2)

F1-Score =
2 ∗ precision ∗ recall
precision+ recall

(3)

specificity =
TN

TN + FP
(4)

accuracy =
TP + TN

TP + TN + FP + FN
(5)

Precision and recall are another two common model evaluation metrics besides
accuracy rate. Precision is the proportion of true positive cases (TP) among the pre-
dicted positive cases and recall is the proportion of true positive cases (TP) among
the actual positive cases. F1-Score is another metric, which is the harmonic mean
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Table 4. Confusion matrix

True
ASD (Positive)

y = 1
Controls (Negative)

y = 0
P

re
d

ic
t ASD (Positive)

y = 1
True positive (TP) False positive (FP)

Controls (Negative)
y = 0

False negative (FN) True negative (TN)

of precision and recall for a balanced purpose. Specificity is the proportion of true
negative cases (TN) among the actual negative cases. The area under the receiver
operating characteristic curve (ROCAUC) measures model performance across all
possible classification thresholds. Basically, the higher the score, the higher the
ability to predict is. Another area considered is the area under the precision-recall
curve (PRAUC), which is another measure to assess model performance, especially
for imbalanced datasets.

Cross-validation is a technique in machine learning to assess how well a model
generalizes to new data. Stratified cross-validation ensures that different groups
in the data are equally represented in both test and training sets, which is useful
when we want the model to learn from all types of data. On the other hand,
Non-Stratified cross-validation randomly splits the data into test and training sets
without considering categories, making it suitable when we assume all categories
are similar. Employing both approaches in this paper boosts our confidence in
the model’s ability to generalize across different scenarios. The stratified and non-
stratified approaches with seven metrics based on different K-fold cross-validation
models are summarized in Table 5 and in Figure 5. For the stratified approach, the
20-fold model has five metrics with higher scores except for ROCAUC compared
to others. For the non-stratified approach, it seems that the 15-fold gets a slightly
better performance based on precision, recall, F1-score, and accuracy rate, but
the 20-fold model has a slightly higher specificity rate, ROCAUC, and PRAUC.
In general, stratified and non-stratified approaches do not have a big difference
based on the same k-fold method. We also summarized the performance of different
models in Table 6 based on the same dataset from previous studies.

Table 5. Comparison of metrics for different K-fold models

Approach K-Fold Precision Recall F1-Score Specificity ROCAUC PRAUC Accuracy

Stratified

5-Fold 68.16% 68.63% 68.22% 71.98% 77.39% 74.69% 70.48%
10-Fold 70.72% 69.82% 70.00% 74.70% 79.65% 76.51% 72.64%
15-Fold 70.65% 70.56% 70.20% 75.48% 79.83% 75.59% 72.85%
20-Fold 70.90% 72.31% 71.23% 76.14% 79.66% 75.81% 73.43%

Non-stratified

5-Fold 69.18% 70.19% 69.65% 73.34% 78.40% 74.08% 71.94%
10-Fold 68.76% 68.11% 68.09% 73.23% 78.54% 75.46% 71.26%
15-Fold 70.95% 71.01% 70.38% 74.11% 79.16% 75.35% 72.96%
20-Fold 70.50% 69.73% 69.59% 74.69% 80.33% 76.76% 72.64%

By comparing our proposed model with previous studies, it can be seen that our
model performs better under K-Fold cross-validation. Specifically, our model shows
better results in terms of accuracy, recall, F1 score, specificity, ROCAUC, PRAUC,
and overall accuracy in Stratified 5-Fold, 10-Fold, 15-Fold, and 20-Fold situations.
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Table 6. Comparison of metrics for different K-fold models

Model Observations Type Specificity Sensitivity Accuracy

DNN[16] 1,035 Pearson 63% 74% 70%
AE-MKFC [21] 1,035 Pearson 61% - -

DNN [42] 871 Pearson 79% - -
MC-NFE [37] 609 Pearson 68% 70% 63%

DNN [44] 1055 Pearson 71% - -

(a) 5-fold model (b) 10-fold model

(c) 15-fold model (d) 20-fold model

Figure 5. Plots of the mean of metrics of different K-fold models

Especially in the 20-Fold situation, our model achieves the best results in terms of
accuracy, recall, and F1 score. In contrast, previous studies used different models
and datasets, showing varying degrees of accuracy, specificity, and overall accuracy.
Overall, our model performs better in multiple metrics, indicating higher reliability
and accuracy in practical applications.

4. Discussion and conclusion. Three types of correlations based on four types of
ROIs are used to classify ASD from typical controls in this study. A combination of
twelve FDNN models is trained at the same time with the correlations from different
ROIs as input. Pearson’s correlation is the most common correlation to be used for
detecting functional connectivity of the brain. It measures the linear relationship
between two ROIs. Partial correlation is another correlation to detect the functional
connectivity between two ROIs after controlling other ROIs, it measures the direct
connection between any two ROIs. Tangent correlation [35] is to learn the features
at the group level by the tangent space embedding. Different numbers of ROIs can
cover different voxels of the brain and get as much information as possible. FDNN
model is an end-to-end model that can extract features more robustly and have a
better generalization ability. With different correlations from different numbers of
ROIs, the combined FDNN model shows a satisfactory performance.

Four types of K-fold are used in two approaches, stratified split, and non-stratified
split. For the stratified split, all six metrics are increasing slightly as k increases,
except for ROCAUC. Intuitively, it makes sense since the training size is bigger and
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(a) Stratified ROC curve (b) Non-stratified ROC curve

(c) Stratified PR curve (d) Non-stratified PR curve

Figure 6. Plots of the mean ROC and precision-recall curves of
different K-fold models

the test dataset is smaller as k is bigger. The highest scores for precision, recall, F1-
score, specificity, ROCAUC, PRAUC, and accuracy are 70.90%, 72.31%, 71.23%,
76.14%, 79.83%, 76.51%, and 73.43%, respectively. For the non-stratified split, it
has a similar result to the stratified approach, and the highest score for precision,
recall, F1-score, specificity, ROCAUC, PRAUC, and accuracy are 70.95%, 71.01%,
70.38%, 74.69%, 80.33%, 76.76%, and 72.96%. Basically, there is just a slight differ-
ence between the two approaches based on the highest scores from the seven metrics.
In order to have an intuitive comparison, we calculate the mean of different k-fold
models for the two approaches. The average scores for precision, recall, F1-score,
specificity, ROCAUC, PRAUC, and accuracy in the stratified approach are 70.11%,
70.33%, 69.91%, 74.58%, 79.13%, 75.65%, 72.35%, respectively, and the average
scores for precision, recall, F1-score, specificity, ROCAUC, PRAUC, and accuracy
are 69.85%, 69.76%, 69.43%, 73.84%, 79.11%, 75.41%, 72.20%, respectively. Based
on the average score, the stratified approach has a little bit better performance.
In reality, the positive case is the primary concern in the classification task, the
recall score often plays an important role in ranking the model, especially for an
imbalanced dataset. The dataset in this study is moderately imbalanced. Except
for the recall score, F1-score and PRAUC are the other two metrics to be consid-
ered for an imbalanced dataset. For the stratified approach, the average scores of
recall, F1-score, and PRAUC are 70.33%, 69.91%, and 75.65%, respectively. The
average scores of recall, F1-score, and PRAUC based on the non-stratified approach
are 69.76%, 69.43%, and 75.41%, respectively. The scores have no big difference
for the two approaches, although the stratified approach is a little bit higher. This
shows the model has a stable performance for both approaches, but in practice, the
stratified approach is preferred.

Deep neural network models often provide a better performance in many appli-
cations due to their non-linear learning ability with multiple layers. The more data
is used, the better the performance is. In this study, only 884 subjects are used
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for the analysis, we should include the dataset of ABIDE II in the future study to
improve the performance. It is reasonable to believe that the performance based
on more training data will get better. In addition, there are four preprocessing
pipelines including CCS, CPAC, DPARSF, and NIAK for the ABIDE I dataset.
In this study, only the DPARSF preprocessing data is used in our analysis, and
whether all four pipelines based on the same model provide similar performance is
also the future work.
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