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Optimal control applied to community-acquired methicillin-resistant Staphylococcus aureus in hospitals
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ABSTRACT
Optimal control methods are applied to a deterministic mathematical model to characterize the factors contributing to the replacement of hospital-acquired methicillin-resistant Staphylococcus aureus (HA-MRSA) with community-acquired methicillin-resistant Staphylococcus aureus (CA-MRSA), and quantify the effectiveness of three interventions aimed at limiting the spread of CA-MRSA in healthcare settings. Characterizations of the optimal control strategies are established, and numerical simulations are provided to illustrate the results.
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1. Introduction

Methicillin-resistant Staphylococcus aureus (MRSA) is a bacteria that is resistant to many antibiotics. Hospital-acquired methicillin-resistant Staphylococcus aureus (HA-MRSA) has long been a serious infection problem in hospitals and other healthcare settings. In 2011, there were nearly 460,000 hospitalizations involving HA-MRSA diagnoses according to hospital billing data collected by the US Agency for Healthcare Research and Quality [7]. In the United States, approximately 60% of staphylococcal infections in the intensive care unit are now caused by HA-MRSA, and percentages continue to rise [26]. The data suggest that these hospitalizations resulted in nearly 23,000 deaths.

Relatively recently, a new strain of MRSA has emerged and spread outside of hospitals, causing serious infections in even young and healthy individuals, including school children, military personnel, prison inmates, and even NFL players [10, 17, 20, 28, 31]. In the community setting, most MRSA infections are skin infections, whereas in medical facilities, MRSA causes life-threatening bloodstream, pneumonia, and surgical site infections. The community-acquired strain of MRSA (CA-MRSA) has rapidly spread throughout the world [12, 13, 33, 36]. CA-MRSA has not only invaded hospital settings, but in some cases, has replaced the hospital-acquired strains [6, 21, 24, 25, 29]. This replacement of strains has serious potential consequences for hospital care, since CA-MRSA is implicated in severe infections, especially in patients in seriously compromised health situations [18].
In community settings CA-MRSA infections in children continue to rise, increasing 10% a year among youths under 17 years. A large share of infections in children have been linked to community strains that can pass from child to child. CA-MRSA also exhibits broader antibiotic resistance susceptibility than does HA-MRSA [26]. With the use of mathematical models, it has been shown that the presence of a CA-MRSA community reservoir has a major impact on the control of MRSA in hospitals [3, 15, 27, 28]. In [4, 5] deterministic differential equations models were developed to model the transmission dynamics of CA-MRSA in a prototype 400-bed hospital. The analysis in [4, 5] strongly implied that CA-MRSA may eventually become dominant in hospital settings.

Intervention measures, such as improved hygiene, screening and decolonization of CA-MRSA carriers, and isolation of CA-MRSA infected patients, offer possibilities for epidemic control. Evaluation of the efficacy of infection control strategies is difficult, particularly during outbreaks. Some groups have advocated ‘search and destroy’ policies that recommend routine screening for MRSA to identify, isolate, and treat carriers, with the ultimate goal of eradicating the pathogen from healthcare facilities [19]. Numerous governmental agencies have mandated MRSA screening programs. Some authorities in infection control organizations, however, have questioned the appropriateness of mandated screening [22]. For example, from October 2007 through June 2010, there were 1,934,598 admissions, transfers or discharges from inpatient units in VA hospitals. During this period, the percentage of patients screened for MRSA at admission rose from 82% to 96%, meaning that VA hospitals performed 1.7 million screening tests in less than three years. The mean prevalence of MRSA colonization at the time of admission during that period was only 13.6%. Patients that test positive can be kept isolated from other patients during the length of their stay at VA hospitals [30]. Harbarth et al. [9] argue, however, that new findings do not support the recommendation for universal screening for MRSA on hospital admission to reduce the rate of hospital-acquired infections in surgical patients.

Decolonization, on the other hand, has been an effective control strategy. But the question still remains for how long should the decolonization regimen be continued. There is currently no consensus on the optimal duration of systemic antibiotic treatment to eradicate MRSA carriage [1]. More importantly, due to the competition between HA-MRSA and CA-MRSA strains in hospitals, the question of what are the most effective strategies for dealing with patients colonized or infected with the new CA-MRSA strain remains unanswered.

Our objective here is to focus on optimal cost-effective strategies for combinations of decolonization of colonized CA-MRSA patients, and screening of colonized and infected CA-MRSA patients. We formulate a system of deterministic differential equations for the transmission dynamics of CA-MRSA in hospital settings. Our optimal control problem is to maximize the uncolonized and uninfected patients, minimize the infected CA-MRSA and HA-MRSA patients, while minimizing the cost to apply decolonization of colonized CA-MRSA patients, and screening of patients colonized and infected with CA-MRSA. In Section 2, we present a five-compartment model with three control strategies. In Section 3 we derive the adjoint equations and the characterization of optimal control strategies for a 400-bed hospital setting. Parameter estimates were obtained from the Beth Israel Deaconess Medical Centers computerized database system, which provides patient and infection control data [4]. Numerical simulations are provided in Section 4.
2. The model

The model in [4, 5] was formulated for patients and Health Care Workers (HCWs) divided into the following five compartments (see Figure 1):

\[
\begin{align*}
S(t) &= \text{number of susceptible patients at time } t, \\
CC(t) &= \text{number of patients colonized with the CA-MRSA strain at time } t, \\
CH(t) &= \text{number of patients colonized with the HA-MRSA strain at time } t, \\
IC(t) &= \text{number of patients infected with the CA-MRSA strain at time } t, \\
IH(t) &= \text{number of patients infected with the HA-MRSA strain at time } t.
\end{align*}
\]

The parameters of the model are as follows: Patients are admitted at a rate of \( \Lambda \) per day, with the fractions of CA-MRSA colonized, CA-MRSA infected, HA-MRSA colonized and HA-MRSA infected patient admissions = \( \lambda_{CC}, \lambda_{IC}, \lambda_{CH}, \lambda_{IH} \), respectively. Susceptible patients have an average length of stay (LOS) = \( 1/\gamma_S \), and colonized CA-MRSA and colonized HA-MRSA have average LOS = \( 1/\gamma_C \) and \( 1/\gamma_H \), respectively. The colonization rates of susceptible patients to the colonized CA-MRSA compartment are \( (1 - \eta)\beta_{CC}/N \) and \( (1 - \eta)\beta_{IC}/N \), and to the colonized HA-MRSA compartment are \( (1 - \eta)\beta_{CH}/N \) and \( (1 - \eta)\beta_{IH}/N \). Here \( \eta \) is the compliance with hand washing hygiene (with \( \eta = 0 \) corresponding to 0% compliance and \( \eta = 1 \) corresponding to 100% compliance), \( \beta_{CC}, \beta_{IC}, \beta_{CH}, \beta_{IH} \) the colonization transmission rates of patients from HCWs contaminated by colonized CA-MRSA, infected CA-MRSA, colonized HA-MRSA and infected HA-MRSA patients, respectively, and \( N \) is the total number of patients in the hospital. The rates of infection of colonized CA-MRSA and colonized HA-MRSA patients are \( \phi_C \) and \( \phi_H \), respectively. The cure rates of infected CA-MRSA and HA-MRSA patients are

![Figure 1. CA-MRSA schematic.](image-url)
The hospital exit rates of susceptible, colonized CA-MRSA, colonized HA-MRSA, infected CA-MRSA, and infected HA-MRSA patients are $\gamma_S$, $\gamma_C$, $\gamma_H$, $\delta_C$ and $\delta_H$, respectively. The rates of decolonization of colonized CA-MRSA and colonized HA-MRSA patients are $\alpha_{CC}$ and $\alpha_{CH}$, respectively. The model in [4, 5] strongly suggests that CA-MRSA will become the dominant MRSA strains in hospitals and healthcare facilities. Improving compliance with hand hygiene and screening for and decolonization of CA-MRSA carriers are effective strategies. In this paper, our goal is to find the optimal cost-effective strategies using multiple intervention methods consisting of decolonization of colonized CA-MRSA patients, and screening of the patients colonized and infected with CA-MRSA, respectively.

Let $\alpha_{CC}, \lambda_{CC}, \lambda_{IC}$ be functions of time, then $\alpha_{CC}(t), \lambda_{CC}(t), \lambda_{IC}(t)$ are our control variables, and the state equations are:

\[
\begin{align*}
\frac{dS}{dt} &= \Lambda (1 - \lambda_{CC}(t) - \lambda_{CH} - \lambda_{IC}(t) - \lambda_{IH}) - \frac{(1 - \eta)\beta_{CC}}{N} S(t)CC(t) \\
&\quad - \frac{(1 - \eta)\beta_{IC}}{N} S(t)IC(t) - \frac{(1 - \eta)\beta_{CH}}{N} S(t)CH(t) \\
&\quad - \frac{(1 - \eta)\beta_{IH}}{N} S(t)IH(t) + \alpha_{CC}(t)CC(t) + \alpha_{CH}CH(t) - \gamma_S S(t), \\
\frac{dCC}{dt} &= \Lambda \lambda_{CC}(t) + \frac{(1 - \eta)\beta_{CC}}{N} S(t)CC(t) + \frac{(1 - \eta)\beta_{IC}}{N} S(t)IC(t) \\
&\quad + \tau_C IC(t) - \phi_C CC(t) - \alpha_{CC}(t)CC(t) - \gamma_C CC(t), \\
\frac{dCH}{dt} &= \Lambda \lambda_{CH} + \frac{(1 - \eta)\beta_{CH}}{N} S(t)CH(t) + \frac{(1 - \eta)\beta_{IH}}{N} S(t)IH(t) \\
&\quad + \tau_H IH(t) - \phi_H CH(t) - \alpha_{CH}CH(t) - \gamma_H CH(t), \\
\frac{dIC}{dt} &= \Lambda \lambda_{IC}(t) + \phi_C CC(t) - \tau_C IC(t) - \delta_C IC(t), \\
\frac{dIH}{dt} &= \Lambda \lambda_{IH} + \phi_H CH(t) - \tau_H IH(t) - \delta_H IH(t),
\end{align*}
\]

with initial conditions $S(0) = S_0$, $CC(0) = CC_0$, $CH(0) = CH_0$, $IC(0) = IC_0$ and $IH(0) = IH_0$.

The control set is

\[
U = \{(\alpha_{CC}(t), \lambda_{CC}(t), \lambda_{IC}(t)) \mid 0 \leq \alpha_{CC}(t) \leq M_1, 0 \leq \lambda_{CC}(t) \leq M_2, 0 \leq \lambda_{IC}(t) \leq M_3\},
\]

where the constants $M_i > 0$, $i = 1, 2, 3$ are the maximum control efforts for decolonization of colonized CA-MRSA patients, screening of colonized and infected CA-MRSA patients, respectively.

Our goal is to maximize the objective functional:

\[
J(\alpha_{CC}(t), \lambda_{CC}(t), \lambda_{IC}(t))
= \int_0^T \left[ AS(t) - B_1 IC(t) - B_2 IH(t) - \frac{1}{2} (D_1 \alpha_{CC}^2(t) + D_2 \lambda_{CC}^2(t) + D_3 \lambda_{IC}^2(t)) - D_4 \alpha_{CC}CC(t) \right] dt,
\]

(7)
with the cost coefficients $A, B_1, B_2, D_i$, $i = 1, \ldots, 4$, i.e. we want to maximize the uncolonized and uninfected patients, minimize the infected CA-MRSA and HA-MRSA patients, while minimizing the cost to apply decolonization of colonized CA-MRSA patients, and screening the patients colonized and infected with CA-MRSA. Note that the cost for decolonization depends on the number of colonized patients, so we add the $D_4$ term.

3. The adjoint system and the characterization of optimal controls

This state system with Lebesgue measurable coefficients has a unique non-negative bounded solution on the finite time interval $[0, T]$ [16]. Note for this system, the control set and the objective functional have the appropriate compactness and convexity assumptions to guarantee the existence of an optimal control pair and the corresponding states [8, 14]. Having the existence of an optimal control, we can now apply Pontryagin’s Maximum Principle to obtain a characterization of the optimal control [23].

**Theorem 3.1:** Given optimal controls $\alpha^*_CC(t), \lambda^*_CC(t), \lambda^*_IC(t)$ and the corresponding state solutions $S^*(t), CC^*(t), CH^*(t), IC^*(t), IH^*(t)$ in (1)–(5), there exist adjoint variables $p_i(t), i = 1, \ldots, 5$ satisfying the system

\[
p'_1(t) = -A + p_1 \left[ \frac{1 - \eta}{N} (\beta_{CC} CC^*(t) + \beta_{IC} IC^*(t) + \beta_{CH} CH^*(t) + \beta_{IH} IH^*(t)) + \gamma_S \right] \\
- p_2 \frac{1 - \eta}{N} [\beta_{CC} CC^*(t) + \beta_{IC} IC^*(t)] - p_3 \frac{1 - \eta}{N} [\beta_{CH} CH^*(t) + \beta_{IH} IH^*(t)],
\]

\[
p'_2(t) = p_1 \left[ \frac{1 - \eta}{N} \beta_{CC} S^*(t) - \alpha^*_CC(t) \right] + p_2 \left[ -\frac{1 - \eta}{N} \beta_{CC} S^*(t) + \phi_C + \alpha^*_CC(t) + \gamma_C \right] \\
- p_4 \phi_C + D_4 \alpha^*_CC,
\]

\[
p'_3(t) = p_1 \left[ \frac{1 - \eta}{N} \beta_{CH} S^*(t) - \alpha^*_CH \right] \\
+ p_3 \left[ -\frac{1 - \eta}{N} \beta_{CH} S^*(t) + \phi_H + \alpha^*_CH + \gamma_H \right] - p_5 \phi_H,
\]

\[
p'_4(t) = B_1 + p_1 \frac{1 - \eta}{N} \beta_{IC} S^*(t) - p_2 \left[ \frac{1 - \eta}{N} \beta_{IC} S^*(t) + \tau_C \right] + p_4 [\tau_C + \delta_C],
\]

\[
p'_5(t) = B_2 + p_1 \frac{1 - \eta}{N} \beta_{IH} S^*(t) - p_3 \left[ \frac{1 - \eta}{N} \beta_{IH} S^*(t) + \tau_H \right] + p_5 [\tau_H + \delta_H],
\]

with the transversality conditions

\[
p_i(T) = 0, \quad i = 1, \ldots, 5.
\]

Furthermore, the optimal controls are given by

\[
\alpha^*_CC(t) = \min \left\{ \max \left\{ 0, \frac{CC(t)}{D_1} (p_1 - p_2 - D_4) \right\}, M_1 \right\},
\]

\[
\lambda^*_CC(t) = \min \left\{ \max \left\{ 0, \frac{\Lambda}{D_2} (p_2 - p_1) \right\}, M_2 \right\},
\]
\[
\lambda_{IC}^*(t) = \min \left\{ \max \left\{ 0, \frac{\Lambda}{D_{3}} (p_4 - p_1) \right\}, M_3 \right\}.
\] (16)

**Proof:** We set up the Hamiltonian using Pontryagin’s Maximum principle [23]:

\[
H = AS(t) - B_1 IC(t) - B_2 IH(t) - \frac{1}{2} (D_1 \alpha_{CC}^2(t) + D_2 \lambda_{CC}^2(t) + D_3 \lambda_{IC}^2(t)) - D_4 \alpha_{CC} CC(t)
\]

\[
+ p_1 \left[ \Lambda (1 - \lambda_{CC}(t) - \lambda_{CH} - \lambda_{IC}(t) - \lambda_{IH}) + \alpha_{CC}(t) CC(t) + \alpha_{CH} CH(t) - \gamma_{S} S(t)
\right] - \frac{1}{N} (\beta_{CC} S(t) CC(t) + \beta_{IC} S(t) IC(t) + \beta_{CH} S(t) CH(t) + \beta_{IH} S(t) IH(t))
\]

\[
+ p_2 \left[ \Lambda \lambda_{CC} + \frac{1}{N} (\beta_{CH} S(t) CH(t) + \beta_{IH} S(t) IH(t)) + \alpha_{CC} CC(t) - \alpha_{CH} CH(t) - \gamma_{C} CC(t)
\right]
\]

\[
+ p_3 \left[ \Lambda \lambda_{CH} + \frac{1}{N} (\beta_{CH} S(t) CH(t) + \beta_{IH} S(t) IH(t)) + \gamma_{H} CH(t)
\right]
\]

\[
+ p_4 [\Lambda \lambda_{IC} + \phi_{C} CC(t) - \tau_{C} IC(t) - \delta_{C} IC(t)]
\]

\[
+ p_5 [\Lambda \lambda_{IH} + \phi_{H} CH(t) - \tau_{H} IH(t) - \delta_{H} IH(t)].
\] (17)

We obtain the adjoint variables \( p_i(t), i = 1, \ldots, 5 \) as follows:

\[
p_1'(t) = -\frac{\partial H}{\partial S} = -A + p_1 \left[ \frac{1 - \eta}{N} (\beta_{CC} CC(t) + \beta_{IC} IC(t) + \beta_{CH} CH(t) + \beta_{IH} IH(t)) + \gamma_{S} \right]
\]

\[
- p_2 \frac{1 - \eta}{N} \left[ \beta_{CC} CC(t) + \beta_{IC} IC(t) \right] - p_3 \frac{1 - \eta}{N} \left[ \beta_{CH} CH(t) + \beta_{IH} IH(t) \right],
\] (18)

\[
p_2'(t) = -\frac{\partial H}{\partial CC} = p_1 \left[ \frac{1 - \eta}{N} \beta_{CC} S(t) - \alpha_{CC}(t) \right]
\]

\[
+ p_2 \left[ -\frac{1 - \eta}{N} \beta_{CC} S(t) + \phi_{C} + \alpha_{CC}(t) + \gamma_{C} \right] - p_4 \phi_{C} + D_4 \alpha_{CC},
\] (19)

\[
p_3'(t) = -\frac{\partial H}{\partial CH} = p_1 \left[ \frac{1 - \eta}{N} \beta_{CH} S(t) - \alpha_{CH} \right]
\]

\[
+ p_3 \left[ -\frac{1 - \eta}{N} \beta_{CH} S(t) + \phi_{H} + \alpha_{CH} + \gamma_{H} \right] - p_5 \phi_{H},
\] (20)

\[
p_4'(t) = -\frac{\partial H}{\partial IC} = B_1 + p_1 \frac{1 - \eta}{N} \beta_{IC} S(t) - p_2 \frac{1 - \eta}{N} \beta_{IC} S(t) + \tau_{C} \right] + p_4 [\tau_{C} + \delta_{C}],
\] (21)

\[
p_5'(t) = -\frac{\partial H}{\partial IH} = B_2 + p_1 \frac{1 - \eta}{N} \beta_{IH} S(t) - p_3 \frac{1 - \eta}{N} \beta_{IH} S(t) + \tau_{H} \right] + p_5 [\tau_{H} + \delta_{H}] ,
\] (22)
with the transversality conditions:

\[ p_i(T) = 0, \quad i = 1, \ldots, 5. \]  (23)

We obtain the characterization of the optimal controls by setting

\[
\frac{\partial H}{\partial \alpha_{CC}(t)} = 0, \quad \frac{\partial H}{\partial \lambda_{CC}(t)} = 0, \quad \text{and} \quad \frac{\partial H}{\partial \lambda_{IC}(t)} = 0.
\]

From \( \partial H / \partial \alpha_{CC}(t) = 0 \), we have

\[- D_1 \alpha_{CC}(t) + p_1 CC(t) - p_2 CC(t) - D_4 CC(t) = 0, \]  (24)

which implies

\[ \alpha_{CC}(t) = \frac{CC(t)}{D_1} (p_1 - p_2 - D_4). \]  (25)

Using \( \partial H / \partial \lambda_{CC}(t) = 0 \), we have

\[- D_2 \lambda_{CC}(t) - p_1 \Lambda + p_2 \Lambda = 0, \]  (26)

which implies

\[ \lambda_{CC}(t) = \frac{\Lambda}{D_2} (p_2 - p_1). \]  (27)

From \( \partial H / \partial \lambda_{IC}(t) = 0 \), we have

\[- D_3 \lambda_{IC}(t) - p_1 \Lambda + p_4 \Lambda = 0, \]  (28)

which implies

\[ \lambda_{IC}(t) = \frac{\Lambda}{D_3} (p_4 - p_1). \]  (29)

Taking the upper and lower bounds for \( \alpha_{CC}(t), \lambda_{CC}(t), \lambda_{IC}(t) \) into account, we have the characterization of the optimal controls

\[
\alpha^*_{CC}(t) = \min \left\{ \max \left\{ 0, \frac{CC(t)}{D_1} (p_1 - p_2 - D_4) \right\}, M_1 \right\}, \]  (30)

\[
\lambda^*_{CC}(t) = \min \left\{ \max \left\{ 0, \frac{\Lambda}{D_2} (p_2 - p_1) \right\}, M_2 \right\}, \]  (31)

\[
\lambda^*_{IC}(t) = \min \left\{ \max \left\{ 0, \frac{\Lambda}{D_3} (p_4 - p_1) \right\}, M_3 \right\}. \]  (32)

The state equations (1)–(5) and the adjoint equations (8)–(12), together with the characterization of the optimal control (14)–(16) and the boundary conditions, are called the optimality system. The strict concavity of the objective functional \( J \), as well as the Lipschitz continuity of the right-hand side of the state equations and the adjoint equations in the state and adjoint variables, yields the uniqueness of solutions of the optimality system for small time [14].
4. Numerical results

Parameter estimates were obtained from the Beth Israel Deaconess Medical Center’s computerized database system, which provides patient and infection control data [4] (see Table 1).

Figure 2 shows the susceptible patients, patients colonized with the CA-MRSA, patients infected with the CA-MRSA, patients colonized with the HA-MRSA, and patients infected

<table>
<thead>
<tr>
<th>Table 1. Parameter values [4].</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>$N$</td>
</tr>
<tr>
<td>$\Lambda$</td>
</tr>
<tr>
<td>$\lambda_{CC}$</td>
</tr>
<tr>
<td>$\lambda_{CH}$</td>
</tr>
<tr>
<td>$\lambda_{IC}$</td>
</tr>
<tr>
<td>$\lambda_{IH}$</td>
</tr>
<tr>
<td>$1/\gamma_S$</td>
</tr>
<tr>
<td>$1/\gamma_{CC}$</td>
</tr>
<tr>
<td>$1/\gamma_{CH}$</td>
</tr>
<tr>
<td>$1/\gamma_{IC}$</td>
</tr>
<tr>
<td>$1/\gamma_{IH}$</td>
</tr>
<tr>
<td>$\eta$</td>
</tr>
<tr>
<td>$\beta_{CC}$</td>
</tr>
<tr>
<td>$\beta_{CH}$</td>
</tr>
<tr>
<td>$\beta_{IC}$</td>
</tr>
<tr>
<td>$\beta_{IH}$</td>
</tr>
<tr>
<td>$\delta_C$</td>
</tr>
<tr>
<td>$\delta_H$</td>
</tr>
<tr>
<td>$\phi_C$</td>
</tr>
<tr>
<td>$\phi_H$</td>
</tr>
<tr>
<td>$\tau_C$</td>
</tr>
<tr>
<td>$\tau_H$</td>
</tr>
<tr>
<td>$\alpha_{CC}$</td>
</tr>
<tr>
<td>$\alpha_{CH}$</td>
</tr>
</tbody>
</table>

LOS = length of stay.

Figure 2. Patients: $S(t), CC(t), CH(t), IC(t), IH(t)$ without control, $N = 400$. (a) Susceptible Patients w/o control (b) Patients colonized and infected with CA-MRSA, patients colonized and infected with HA-MRSA w/o control.
with the HA-MRSA, respectively, without any control strategies for $T = 200$, $S_0 = 400$, $CC_0 = CH_0 = IC_0 = IH_0 = 1$. Optimal 3-control strategies dramatically reduce the severity of the patients colonized with the CA-MRSA, patients infected with the CA-MRSA, patients colonized with the HA-MRSA, and patients infected with the HA-MRSA, respectively, see Figure 3. The corresponding 3-control strategies are in shown Figure 4(a), with $D_1 = D_2 = D_3 = 5$, $D_4 = 1$, $A = B_1 = B_2 = 1$, $\alpha_{CH} = 0.3$, $M_1 = 1$, $M_2 = M_2 = 0.5$. Our numerical results also show that the optimal screening for the colonized and infected patients are 1.5%, 1.5%, respectively, see Figure 5.

When the decolonization for patients colonized with the CA-MRSA is more expensive, that is, we increase $D_1 = 15$, the corresponding optimal control effort is reduced,
Figure 5. Optimal Screening for patients colonized and infected with CA-MRSA, \( D_1 = D_2 = D_3 = 5, D_4 = 1, N = 400 \).
(a) Optimal Screening for patients colonized with CA-MRSA (b) Optimal Screening for patients infected with CA-MRSA.

Figure 6. Patients: \( S(t), CC(t), CH(t), IC(t), IH(t) \) with 3 controls, \( D_1 = 15, D_2 = D_3 = 5, D_4 = 1, N = 400 \).
(a) Susceptible Patients with 3 Controls (b) Patients colonized and infected with CA-MRSA, patients colonized and infected with HA-MRSA with 3 controls.

but the optimal control strategies for the screening of patients colonized and infected with CA-MRSA are still 1.5%, 1.5%, respectively. Figure 4(b) gives the optimal decolonization strategy of the colonized CA-MRSA patients. The figure of susceptible patients, patients colonized and infected with CA-MRSA, and patients colonized and infected with HA-MRSA, are shown in Figure 6.

The optimal control problem can be reformulated to find the optimal strategy of each control method when used alone. Based on our numerical findings above, the optimal screening for the colonized and infected patients are 1.5%, 1.5%, respectively, so we set these two controls to be zero in the system (1)–(5) and in the objective functional (7). Then the optimal decolonization for patients colonized with CA-MRSA is determined numerically. See Figure 7 for the susceptible patients, patients colonized and infected with...


Figure 7. Patients: $S(t), CC(t), CH(t), IC(t), IH(t)$ with 1 control, $D_1 = 5$, $D_2 = D_3 = 0$, $D_4 = 1$, $N = 400$. (a) Susceptible Patients with 1 Control (b) Patients colonized and infected with CA-MRSA, patients colonized and infected with HA-MRSA with 1 control.

Figure 8. Optimal Decolonization for patients colonized with CA-MRSA, $D_2 = D_3 = 0$, $D_4 = 1$, $N = 400$. (a) Optimal Decolonization for patients colonized with CA-MRSA, $D_1 = 5$ (b) Optimal Decolonization for patients colonized with CA-MRSA, $D_1 = 15$.

CA-MRSA, patients colonized and infected with HA-MRSA, respectively. We observe more reduction in the patients colonized and infected with CA-MRSA compared with 3-control case, see Figures 3(b) and 7(b). Figure 8(a) gives the optimal decolonization strategy. We observe a different pattern for optimal decolonization of 1 or 3-control when comparing Figures 8(a) with 4(a). Figure 8(b) gives the optimal decolonization for $D_1 = 15$, $D_2 = D_3 = 0$.

5. Conclusion and discussion

We have provided an optimal control analysis that evaluates the dynamic factors involved in specific interventions of CA-MRSA and HA-MRSA infections in hospital settings.
Parameter estimates were obtained from the Beth Israel Deaconess Medical Center’s computerized database system, which provides patient and infection control data [4]. Our study indicates that emphasis on CA-MRSA decolonization, rather than CA-MRSA screening and isolation, can be a patient-outcome effective and cost-effective strategy for substantial reduction in these infections in hospital settings.

Although our modeling result is consistent with a patient cohort study in [9], which reported that a universal, rapid MRSA admission screening strategy did not reduce nosocomial MRSA infection in a surgical department with endemic MRSA prevalence but relatively low rates of MRSA infection; our finding is controversial [22]: numerous government agencies have mandated MRSA screening programs, and yet several authorities in infection control organizations have questioned the appropriateness of mandated screening. In [32], it is argued that universal MRSA screening strategies are far more cost-intensive than the targeted screening approaches. In addition, it was demonstrated that all targeted screening strategies produce lower costs than not performing a screening at all. Other modelling approaches have emphasized that decolonization should be accompanied by emphasized patient isolation, patient screening, healthcare worker hygiene measures, and stewardship of antimicrobial regimens [2, 11, 34, 35]. The cost-effectiveness of identifying colonized patients, conducting decolonization treatments on a suitably limited fraction of them, and preventing the emergence of resistant strains from decolonization pharmaceuticals involves complex interrelated dynamic elements that require further modelling studies.
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